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Abstract

A simple and low-cost beat frequency oscillator (BFO) device has been
developed in this thesis that was capable of performing inductive measure-
ments of residence time distribution (RTD) using ferromagnetic tracer
particles in a cold flow model featuring a circulating fluidized bed (CFB).

The main bed material were glass beads sized 145 um, spiked with
ferritic stainless steel 1.4742 tracer particles of 45-100 um in size.

The fluidized bed chamber had a footprint of 200 x 400 mm and a
moving bed height of 300-400 mm and the bed was fluidized with velocities
of up to 0.278 m/s.

Solids circulation in the particle loop was controlled by a screw con-
veyor, with mass flows of up to 210 kg/h.

The measurement coils were mounted at the particle inlet and outlet
pipes and were used as frequency determining parts of LC-oscillators. The
ferquency deflection was measured differentially from a beat wave with a
reference oscillator according to the BFO principle.

Pulse injection RTD measurements were started with the removal of
a magnet applied to the downcomer upstream of the inlet measurement
coil.

The frequency deflection was correlated to mass fractions of tracer
material inside a measurement coil, which proved to be a linear relation
for mass fractions of up to 0.11 and the small residual error was non-
systemic.

The minimum fluidization velocity u,, s was determined to be equal to
the minimum bubbling velocity ums at 0.028 m/s and bubbling activity
was shown to be more homogeneous in lower regions of the bed and more
vigorously fluctuating close to the surface.

Excellent effective temporal resolution of the measurement method was
shown with capturing the tracer injection peak, while problems related to
signal drift were encountered during the longer termed RTD measurement.

Idealized reactor models were fitted to the RTD curve and the char-
acteristics and deviations of the data were discussed.
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Zusammenfassung

Im Rahmen dieser Diplomarbeit wurde ein einfacher und kostengiinstiger
Schwebungsfrequenzoszillator entwickelt, der es ermdglichte, durch induk-
tive Messung von ferromagnetischen Tracerpartikeln, in einem Wirbelschicht-
Kaltmodell mit Feststoffzirkulation Verweilzeitverteilungen aufzuzeichnen.

Das Bettmaterial bestand dabei hauptséichlich aus Glaskugeln mit
mittleren Durchmessern von 145 pm und war mit Tracerpartikeln aus
Stahl des Typs 1.4742 mit Korngroen von 45-100 pm versetzt.

Das Wirbelbett hatte eine Grundfliche von 200 x 400 mm, eine Hohe
von 300-400 mm und die maximale Fluidisierungsgeschwindigkeit betrug
0.278 m/s.

Die Zirkulation der Feststoffe durch eine Partikelschleife wurde mit
einem Schneckenférderer auf bis zu 210 kg/h reguliert.

Messspulen an den Ein- und Ausgangsrohren der Wirbelkammer fun-
gierten als frequenzbestimmende Komponenten von L/C-Oszillatorschaltungen.
Die Frequenzédnderung wurde je anhand der, durch Mischung mit dem Re-
ferenzsignal entstehenden Schwebung differenziell quantifiziert.

Um Verweilzeitmessungen zu starten, wurde das Tracermaterial mit-
tels Entfernen eines Riickhaltemagneten am Downcomerrohr als Puls inji-
ziert.

Die Frequenzénderung der Schwebungswelle war bei Tracerkonzentra-
tionen bis 0.11 g/g linear und wies nur kleine Zufallsfehler auf.

Die Mindestfluidisierungsgeschwindigkeit u,,s entsprach der kleinsten
blasenbildenden Fluidisierungsgeschwindigkeit um,s und lag bei 0.028 m/s.

Weiters wurde gezeigt, dass sich die Tracerkonzentration nahe des
Bodens eines blasenbildenden Wirbelbettes ruhiger verhélt als in Ober-
flichennéhe.

Kurzzeitmessungen zeigten die auerordentlich hohe zeitliche Auflssung
dieser Messmethode, wihrend bei ldngeren Messzeiten problematische Si-
gnaldrifts auftraten.

Idealisierte Reaktormodelle konnten an die RTD-Kurven angepasst
und deren Parameter, sowie die sich daraus ergebenden Charakteristika
der Anlage bestimmt werden.
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1 Introduction

1.1 Preliminaries

Fluidized beds are a key technology for the transfer of mass and
heat between a particulate solid phase and a fluid phase [1,2], with
mass transfer either meaning sorption processes, coating or chemical
reactions such as combustion, pyrolysis or gasification [3], along with
a variety of chemical syntheses [1,4].

Their applications cover a wide variety of fields of engineering and
are encountered particularly in chemical and energy [5-7], but also
in pharmaceutical, food, mining, metallurgy and polymer industries
1,8].

However, the number and complexity of processes regarding fluid
dynamics and particle movement, as well as the mechanical, thermal
and chemical interactions within the reactor chamber, especially
when combined with the high temperature and pressure conditions
frequently encountered in real applications [9] make fluidized bed
reactors a complicated subject to model and predict [1,10,11] and
causes numerical simulations to become distinctly exhaustive [12].

Even further challenges arise from extending the investigation to
the heat transfer between the bed and immersed surfaces [11, 13]
and their influence on particle movement, both of which the cold
flow model used in the practical part of this thesis was designed for
(a detailed description of the device is given in section 3.5). When
portions of solid particles are continuously removed from either one
side of a bubbling fluidized bed or from the top of a turbulently
fluidized bed and fed back again, a CFB is established. In case of
a bubbling fluidized bed, particle looping is achieved by pneumatic
transport in a riser, separated from the fluidized bed by an air seal
(e.g. particle siphon or screw conveyor). In any case, vertical par-
ticle transport is followed by a particle separator and free particle
sedimentation in a downcomer pipe.

With the introduction of particle circulation, a lateral net move-
ment of particles through the bed is the consequence, however, this
does not mean there is a steady and calm flow of particles from the
downcomer through the bed to the riser, as it has been shown by
Yagi and Kunii [14] that CFBs are subject to complete mixing.



1.2 Problem Definition

It is imperative to understand the movement of particles through
and their residence behavior in the fluidized bed in order to calcu-
late and decide upon a reactor’s flow requirements regarding solids
feed, looping and drain streams. The acquisition of information on
particle flow is one fundamental problem in the endeavor for reactor
modeling and can be approached in a variety of ways.

Numerical simulations are the most ”bottom up” approach avail-
able, predicting the mixing and drainage of particles from fulfilling
basic physical equations that act on either individual particle bodies
or a fluid-like particle mass within a frame of boundary conditions.
While detailed information even on single-particle level can be ac-
cessed in such a way, correctness and reliability of the gained data
have to be verified, thus experimental proof still is inevitable.

The most detailed (local) experimental information on particle
flow can be derived from imaging methods based on the detection
of the absorption of 7 radiation [15]. However, safety and ethical
concerns, cost, effort and European legislation strongly encourage
the search for alternative methods.

Other than the mostly intrusive optical or even suction probing
approaches described by J. Werther [15], inductive measurement can
be applied from outside of piping sections, totally non-intrusively,
yet they provide continuous operability at fast response character-
istics [16].

However, the kind of measurable quantities are different for this
technique too. These are limited to input/output mass balancing
and therefore fall into the most ”top down” category of measurement
approaches. Rather than providing multivariate visual information,
this method is limited to the detection of the collective amount of
tracer particles within and around an inductor coil, i.e. a single
value. Still, by placing coils at the riser and downcomer pipes and
logging the time course of their inductivity after injection of a por-
tion of ferromagnetic tracers into the downcomer and immediate
magnetic recapturing of the tracers before they re-enter the down-
comer coil, the RTD within the fluidized bed chamber can be calcu-
lated (see section 3.2 for a detailed explanation of the measurement
setup).

Having identified inductive measurement as a sufficient, yet safe
and relatively low cost and low effort measurement method then



gave rise to the question which electronic principle to use for the
measurement of the inductivity of the sensor coils.

Pulse induction metal detectors are said to have very good sen-
sitivity and therefore low detection limits, however their working
principle relies on the analysis of the time course of the magnetic
field breakdown after each pulse, so the temporal resolution of this
technique is limited [17]. In addition, problems with implementation
of the signal into the routine of the programmable logic controller
(PLU) of the cold flow model and problems related to logging of its
data were feared and led to the decision of focusing on continuous
wave types of metal detectors. So the design and optimization of
suitable techniques for detection of ferromagnetic tracer particles
was defined the major problem to be investigated in this thesis.

1.3 Objectives of the Thesis

The determination of fluidization parameters including the mini-
mum fluidization velocity u,,; and minimum bubbling velocity
for the classification of the main bed material according D. Gel-
dart [18] was defined a first preliminary objective.

Further, the calibration of the solids circulation rate in the par-
ticle loop of the cold flow model was another preliminary objective.

The most central objective was the development and implemen-
tation of an inductive measurement system for ferromagnetic tracer
particles suitable for the recording of data that could be used for
the calculation of residence time distributions. Inquiries regarding
existing systems for the same particular purpose on the one hand
and metal detectors in general on the other hand led to the deci-
sion of investigating a BFO (see section 3.2 for detailed explanation
of the circuitry and peripheral components of the device) - to my
knowledge for the first time - to be used as a frequency based system
for inductive tracer detection in fluidized bed equipment.

With the system working qualitatively, the first sub-objective was
to investigate the linearity and reliability of the frequency deflection
in a series of calibration measurements.

Further, a series of inductive bed expansion measurements with
a bench top fluidization chamber featuring a tracer spiked bed was
defined another minor objective. Bubbling activity was to be ob-
served and characterized with the measurement coil being placed in
2 distinct height positions: close to the bottom of the bed, ”low”,



and close to the bed surface, "high”.

Finally, the recording of tracer curves to verify function of the
system in-situ as well as its fitness for the purpose of calculating res-
idence time distributions was defined the objective with the highest
priority. Idealized models were to be chosen and/or combined and
fitted to a measured RTD to identify and quantify characteristic
properties of the behavior of the cold flow model.

2 Theoretical Background

2.1 Particle Characterization

As fluidized beds do have a wide range of uses and the nature of
the participating solids can vary greatly throughout the spectrum
of applications, a closer look at the properties of particles will be
beneficial.

The most important parameters for particle characterization will
be the mean or equivalent particle diameter d,, a shape correction
factor ¢ and the particles’ inner density p,.

Further parameters of interest are the voidage ratio ¢ and the
bulk density p.

2.1.1 Particle Size and Size Distributions

Depending on the characteristic shape of the particles, as well as
on the width and shape of their size distribution and purpose of
the application, different approaches for determining an equivalent
particle diameter can be helpful:

The equivalent particle diameter is calculated as the diameter of
spheres dy which occupy the same volume V,, (e.g. displace the same
amount of liquid) as the same number of the actual particles:

dy = {6V, /x (1)

Since one of the sphere’s geometrical properties is that it en-
closes a given volume exposing the least surface area possible in
3-dimensional space, the surface of a sphere equivalent in volume
must be less or equal to the surface of the actual particles.

Especially for adsorption and other immediately surface-related
processes, obviously equivalency related to surface area will be of



interest. Hence, the respective equivalent particle diameter dg is
defined as the diameter of spheres that provide the same surface
area A, as the actual bed of particles:

ds = \[ Ay (2)

The most subtle yet simple - hence the most practical - equivalent
sphere diameter is one that maintains the ratio of surface area to
volume, as defined in (3).

d%,m A, 6V
&,m/6 V, VT4, )

Also called the effective diameter, this is parameter is of great
relevance for fluid flow through solid beds, since the surface is related
to the drag force exerted on a particle when fluid is flowing by, while
its volume directly relates to its weight force, so dgy is already a
good measure for the ease of overcoming the weight force, i.e. of
fluidizing these particles.

Further, a shape factor can be introduced, that is defined as
shown in (4),

o AS,Veq (4)
Ap
where A y.q is the surface area of a sphere with a volume equivalent
to that of an average particle. Aside from providing a convenient
measure for particles’ sphericity, it also helps to transform afore-
mentioned diameters into each other [19].
In practical situations, the mean Sauter diameter d, can be ac-
quired through sieving Analysis using (5),
23

7

where z; is the mass fraction retained in the i*" sieve interval of
n total sieve intervals and d; is the mesh size of that sieve interval.

Then the mean dgy is calculated from the mean Sauter diameter
using (6).

d;V = qb * Jp (6)

t



When particles are randomly poured into a vessel to form a bed,
inter-particle spaces will be contained in the bed volume for 2 rea-
sons: firstly, most particles are shaped in a way that prohibits void-
less assembly merely by their geometry. But even if particles had
perfect geometry allowing for voidless assembly, they secondly are
very unlikely to do so due to friction forces and local optima of
geometrical arrangements that occur from random pouring. The
voidage or voidage ratio € results from relating the void volume,
defined as the bed volume that is not occupied by particles, to the
total bed volume, as shown in (7),

(7)

with V.4 being the volume occupied by the inter particle space
and Vjeq being the total bed volume.

Since the void volume is where the gas flow mainly occurs, this
parameter has great importance for characterization and calculation
fluidized beds.

Directly related to the voidage ratio and particle density is the
bulk density pp, defined by (8) for p, >> py,

=pp- (1 =€) (8)

with mp.q being the weight of a fixed bed volume Vjeq, ps being the
density of the fluid and p, being the intra particle density.

2.1.2 Particle Classification According to Geldart

One further useful and well established way of characterizing collec-
tive particle masses is the classification according to D. Geldart [18].
Thereby, fluidization behavior of particle beds is divided into 4
classes denoted by the letters A through D by specific criteria:

Class A particles can be fluidized without bubble formation, e.g.
have a minimum fluid velocity u,,, at which bubble formation occurs
that is higher than the minimum fluidization velocity w,f (wmp >

fClass B particles have a minimum bubbling velocity lower or
equal to the minimum fluidization velocity and therefore begin to
form bubbles directly at their fluidization (tmp < Upy).



Particle Classification According to Geldart
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Figure 1: Geldart particle regimes and their discrimination conditions in 2 di-
mensional field of density difference between particles and fluid versus particle
size.

Class C particles have the peculiarity of non-negligible to even
strong inter particle forces that hamper thorough fluidization and
mixing, but tend to form more or less static channels through which
the gas flows without interfering much with the bed. Those inter
particle forces are mostly due to either electro static charging of the
particles at insulating vessel walls, or excessive moisture of the par-
ticles, sticking to each other by mediation of a more or less cohesive
liquid. The first Problem can be overcome by coating of either ves-
sel walls or particles with conductive layers and moisturizing of the
fluidization gas, while the second can be approached by either ex-
ploiting the possibilities of reducing the moisture before fluidization
or adding stirrers or vibrating baffles in the fluidization chamber.

Class D particles are particularly large or dense or both, so with
this strong weight to surface ratio gas flow through bed must have
high velocities and might already be turbulent before fluidization



occurs. In this class, all bubbles move slower than the gas inside
unless very close to the bed surface.

A graphical convolution of those classes and their separation cri-
teria is presented in Figure 1. However, since the criterion for parti-
cle to belong to class C is widely dependent on the strength of inter
particle forces which the graph does not account for, this criterion
is variable and could theoretically overrule any other class. The
condition for separation of classes B and D is somewhat fuzzy and
depends on rather complex criteria, hence detailed explanation will
be omitted, while the criterion for the separation of classes A and
B is discussed in their respective paragraphs above.

2.2 Fluidized Bed Fundamentals

Ap/Bh

Umnf Ut

fluidization velocity

Figure 2: Progression of the pressure difference between the vertical bed limits
through the stages of fluidization.

2.2.1 Fluidization and Fluidization Velocity

A loosely packed bed of particulate solid matter is fluidized when a
fluid with a density lower than that of the particles is run through
vertically from beneath in upwards direction at a velocity at which



the drag force of the particles exceeds their weight force [3,4,20].
The empty conduit fluid velocity at which the particles’ drag force
exactly matches their weight is defined as the minimum fluidization
velocity upn,s [1]. At velocities below that point, the bed remains a
fixed bed [21], with each particle resting on its respective substruc-
ture. In this sub-fluidized region (u; < wy), the back pressure of
the bed increases quasi-linearly with increasing fluid velocities (see
Figure 2) and bed height according to the Ergun-Equation (9), for
cases where particle size is small and fluid velocity is low:

1—e€ ppu}
€3 ¢-d,

In this equation as well as in the following ones, Ap refers to the
pressure drop measured at two height positions of the fixed bed,
Ah is the height difference between the measurement positions, p is
the dynamic viscosity, py is the density of the fluid, ¢ is the surface
related shape factor, d, is the mean Sauter diameter as acquired
from sieve analysis,

The condition for the state of minimum fluidization can be stated
as the pressure difference through the bed matching the bed’s weight
force, as it is formally written in (10),

Ap

E:(l—e)'(Pp_Pf)‘g (10)

with g being the gravitational acceleration.

Wen and Yu [22] first proposed coefficients for the solution of the
above equations in dimensionless numbers. J. R. Grace [23] posted
more meaningful coefficients, as given in (11),

2
%:150.(1 €)1y

+ 1.75
Ah € (¢ : dp)2

(9)

Reyy = /27,22 +0.0408 - Ar — 27.2 (11)

with Re being the Reynolds number, which is directly related
to the particle size according to (12) (for the calculation of wy,s
insert Re,,s) and Ar being the Archimedes number, a dimensionless
variable which is calculated from fluid related as well as particle
related properties according to (13).

_ dy ok py ¥ ouy
I

Re (12)
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In the equations mentioned above, d, refers to the Sauter mean
diameter, p, and p; are the densities of the particles and the fluid,
p is the viscosity of the fluid uy is the superficial fluid velocity

Fluid velocities higher than w,,; cause the phenomenon of flu-
idization to appear, where a formerly fixed bed of solid particles
takes on some properties of a liquid [20,24,25], such as reacting to
pressure gradients with respective flow patterns [25] maintaining a
level upper surface, even throughout separate vessels sharing only
a submerged connection, jet shaped gushing of particle mass out of
a hole in a vessel or floating of relatively light and submersion and
sinking of relatively heavy objects [24].

Ar

(13)

2.2.2 Intermediate Fluidization Regimes

After raising the fluid velocity beyond wu,,; and w,,, fluidization
and formation of bubbles and eventually slugs occurs. While a de-
tailed explanation of the formation of bubbles and slugs is beyond
the scope of this work, it should be mentioned here that these phe-
nomena are a result of the fluid finding its way of the least static
and dynamic resistance through the bed. As the size of the bubbles
rises with increased fluid velocity, they are called slugs when their
diameter rises towards the one of the vessel.

When the fluid velocity is further increased, the vigorous move-
ment disrupts the slugs into a much less ordered, turbulent fluidiza-
tion. In this regime, the top surface of the bed becomes increas-
ingly fuzzy, with the onset of the entrainment of solids marking the
transition to the fast fluidization regime. From the beginning of
fluidization at w,,s to the occurrence of solid entrainment at u; the
back pressure generated by the bed is - although noisy - remarkably
uniform when averaged, as it is depicted in Figure 2.

2.2.3 Entrainment of Solids

When the fluid velocity is high enough to create a drag force on the
particle that exceeds its weight force not only in the voidage of the
bed, but also in the free board, this particle is entrained by the fluid
flow. In the fast fluidization regime, this happens at chance when a

10



high velocity portion of fluid or a portion of high surface to volume
ratio particles meet the requirement of sufficient upwards accelera-
tion to entrain a portion of particles. Now, if the fluid velocity is
raised to a degree where the vast majority of particles is entrained
with the average empty conduit fluid velocity, the pneumatic trans-
port regime is reached. As the name suggests, this regime has less
importance for the fluidization of beds than for transport, as en-
countered e.g. in the riser of CFBs operated in fluidization regimes
lower than fast fluidization, which is also the case for the cold flow
model used in this thesis.

Drag Coefficient of Spherical Particles
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Figure 3: Drag coefficient in a range of particles’ Reynolds numbers.

In terms of particle mechanics, the entrainment of solids is usually
predicted by comparing the average superficial fluid velocity u; to
the floating velocity of an average particle u;, whose calculation is
shown in (14)

4 Ar
R€t2 = .
3 Cp

where Re; is the Reynolds number of a particle at terminal ve-
locity, Ar is that particle’s Archimedes number and Cp is the drag
coefficient which can be taken from Figure 3 when the corresponding

(14)
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Reynolds number is known. The latter can beused to calculate u; via
(12), with the overall calculation being an iterative approximation.

In the progress of the entrainment of solids, particles are contin-
uously moved to the top and if they are replaced by new particles
at the bottom, this results in continuous lifting work having to be
done by the fluid, thus an increase of the back pressure through the
bed is the result, as shown in Figure 2.

2.3 Residence Time Distributions and Reactor Character-
istics

As RTD measurements are the central activities of this thesis, the
basics on RTD functions as well as the characteristics of idealized
and real reactors are to be given here as far as relevant for the
thesis. The reason to bother about residence times of particles in
the fluidized bed reactor in the first place is that excessively short
or long residence times reduce the efficiency of the reaction to take
place in that reactor [26], with sub optimal reaction times resulting
in flushing of less than optimally reacted particles, whereas super
optimal residence times lead to depleted reactants occupying reactor
space where fresh reactant could be instead.

Furthermore, irrespective of the actual result, the RTDs mea-
sured in a reactor are a source of invaluable information on the kind
of mixing that occurred in the reactor under the specific conditions
the measurement was made with [26], thus enabling the detection
and specific counteracting of problems.

2.3.1 The Residence Time Distribution (RTD)

Following the definition given by H. S. Fogler [26], the residence
time distribution F (t) gives the relative amount of tracer material
detected in a time interval At, starting at a time point ¢ after the
time point of injection tq, hence this function can be called a differ-
ential RTD. It is acquired from normalizing the measured concen-
tration curve over time C' (¢) by the total amount of tracer material
Ny injected, as reflected by (15).

(15)

Prior knowledge of Ny is not critical, since it can be acquired

12



from integrating C' (¢) over the whole time range where the signal is
non-zero: [ C(t) dt.

From this normalized RTD, which is shown in Figure 4, the first
momentum ¢ can be calculated using (16).
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Figure 4: Differential RTD with ¢ being the first momentum of the distribution,
calculated according to (16).

f= / T B@dt (16)
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Figure 5: Cumulative RTD with the median residence time being read from
the horizontal position of the intersection of the cumulative function with the
vertical position of 0.5 of the total amount of tracer material (having lower and
equally higher residence times).

13



As with any differential distribution, another essential concept
regarding RTDs is the cumulative or integral residence time distri-
bution F'(t), which is acquired from integrating up F (t) as defined
in (17).

F(t) = /0 B (1) dt (17)

The ultimate use for this transformation is the acquisition of the
median residence time, which is as trivial as finding the time point,
where the cumulative frequency of occurrence is equal to 0.5, as
shown in Figure 5.

The aforementioned applies to the pulse injection method, where
tracer material is injected into the reactor entry in a narrow pulse
that changes its shape due to a number of effects, the most promi-
nent of which are to be presented here, with some being also shown
in Figure 6 and discussed in the subsequent subsections:

(1) Dead times in an ideal plug flow reactor (PFR) cause delays
quantified by 7prg, but no changes in the shape of the peak

(2) Axial dispersion in non-ideal PFRs lead to a widening of the
output peak, with the exact shape of the outcome being dependent
on the kind of flow that is happening in the reactor.

(3) Ideal continuously stirred tank reactor (CSTR)-like elements
(immediate perfect mixing) will cause pulse injected tracers to pass
the output with maximum concentration immediately upon entering
the reactor volume, then decaying exponentially.

(4) Non-ideal mixing in CSTRs causes a widening of the peak,
resulting in a smooth rise and minor changes in the shape of the
decay.

(5) Series of ideal or non-ideal reactors of different and/or same
type (e.g. measurement at the tubular inlet and outlet of a CSTR
will lead to PFR-like behavior of the tubular sections with a CSTR
in between) change the shape of the peak in several ways that lead
to the final RTD.

Alternatively, there is the possibility to do a step injection, mean-
ing tracer material is constantly fed at a defined and constant rate
from ¢y until the tracer concentration in the output reaches that of
the injection is to be mentioned. The resulting C(t) curve at the
output of the reactor is then somewhat similar in shape to what is
shown in Figure 5, however due to high demand of tracer material
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and lack of advantages with respect to the acquisition of information,
the use of this method was refrained from, hence further explanation
is omitted.

2.3.2 The Idealized Plug Flow Reactor (PFR)

As examples for ideal reactors there should first be mentioned the
plug flow reactor (PFR), a continuous reactor which the reactants
flow through without any axial mixing, hence every single particle
has the same residence time within the PFR [26]. In such a reactor,
the shape of the RTD curve measured at the output of the reactor
exactly matches the one at the input, except the output will be de-
layed by the residence time 7ppg, following the volumetric equation
for the estimation of mean residence times 7 (18),

Uy (18)
with V being the total reactor volume and V being the volumetric
flow into as well as out of the reactor [26].
An illustration of the input and output curves of an idealized PFR
as well as a PFR featuring bidirectionally uniform axial dispersion
is shown in Figure 6a.

2.3.3 Continuously Stirred Tank Reactor (CSTR)

A second important reactor model is the continuously stirred tank
reactor (CSTR), where ideal mixing occurs directly upon the enter-
ing of new reactant into the bulk volume, with some particles leaving
the reactor almost immediately via the continuously drawn output
stream and others staying in the reactor for a very long time, since
there is never a total discharge of the contained volume. Still, many
of the particles will leave the reactor close to the mean residence
time 7ogrRr, Which can be estimated for ideal CSTRs according to
(18). The shape of the RTD of a series of an idealized PFR and an
idealized CSTR is described by (19). It is easily transformed into
that of an ideal CSTR by setting 7prgr= 0.

e~ (t=TPFrR)/TCSTR
B(t) = (19)
TCSTR
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Figure 6: RTD outcomes of idealized and axially dispersive PFRs (a) as well as
that of idealized CSTRs and of a series of an idealized PFR and an idealized
CSTR (b) with indication of the characteristic parameters as provided by H. S.
Fogler [26].

The idealized input and output curves of an idealized CSTR as
well as that of a series of an idealized PFR and CSTR are shown in
Figure 6b.

Further deviations from ideal reactors are indicated in Figure 7,
considering problems with the reactor design as well as with the
choice and flow of the fluid and the tracer material.

As shown by Yagi and Kunii [14], fluidized beds do mostly behave
like CSTRs, however since inductive measurement of the kind that
was carried out in this thesis obligatorily includes some content of
material flow through the inlet and outlet pipes, a mixed model
might be the most appropriate for the interpretation of the measured
RTD data.

2.4 Inductive Measurement Principles

As from the previous section it is now clear what kind of data there
was to be acquired in this thesis, namely a time dependent tracer
particle concentration C(t), this section will provide the basic knowl-
edge on how this data could theoretically be acquired.
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Figure 7: Problems of real mixed-type reactors and their causes, taken from O.
Levenspiel [27].

2.4.1 Static Electromagnetism

Prior to the explanation of the electrodynamical phenomenon of
induction, the relation of the static flow of electrical current and
thereby established magnetic fields according to Ampere’s Law is
to be stated: When current is flowing upwards through a vertical
conductor (noted in traditional flow direction, opposite to the di-
rection of the electrons’ actual movement), then a circular magnetic
field is established with the fields direction being counter clockwise
when viewed from above. This field is basically static for as long
as the current flow is, with its density being proportional to the
amperage and inversely proportional to the distance normal to the
conductor [28]. The circular field created around a single wire can
be transformed into a somewhat linearly directed shape by wrap-
ping that wire into a coil as illustrated by Figure 8. Despite the
fact that electric fields and electromotive forces do occur in vicinity
to resting conductors flown through by constant current, as stressed
by Assis et al. [29], these effects are of marginal importance and will
be neglected in this thesis.
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Figure 8: Magnetic field lines run circularly around each wire in direction of a
right handed thread and interfere to form a linear field in the center of the coil.

2.4.2 Electromagnetic Induction

The phenomenon of induction can be described as the following in
accordance to Henry’s Law: when an electric conductor is located
in a magnetic field, then movement of the conductor relative to the
magnetic field or other forms of changes of the magnetic field at the
position of the conductor will induce an electromotive force, hence
electric current flow in that conductor, especially if that conductor
has a closed circuit outside of the magnetic field. This induced
current flow leads to the establishment of a secondary magnetic
field, following the description in section 2.4.1. According to Lenz’
Law, the direction of the induced current is always such as that the
secondary magnetic field will be directed exactly opposite to the
direction of the change in magnetic field that induced the current
in the first place [28].

As a consequence, if a current carrying conductor is resting in a
static magnetic field (whose origin can be either external or even the
result of current flow through the conductor itself), then any change
in current is accompanied by the establishment of a secondary mag-
netic field, whose establishment induces a secondary current that
again opposes the direction of change in primary current, meaning
a rising current will be choked by the inductive effect, while a decay-
ing current will be enforced. This is why electromagnetic induction
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is said to add inertia to a current flow.

2.4.3 Inductive Measurement of Ferromagnetic Tracer Particles

Now, if a conducting particle is located within a coil, then induction
will not occur unless that particle is moved or the current flow in the
coil changes. While the particles participating in a circulating flu-
idized bed are obviously in motion, especially at the locations where
the placement of measurement coils is purposeful, measurement of
changes in a constant current due to tertiary currents back-induced
from the magnetic fields established by currents induced in the mov-
ing particles is not viable in practice, since the currents back-induced
in the coil are negligible considering the relation of size, velocity and
concentration of the particles in the coil.

In practice, high frequency (HF) alternating current (AC) are
used, causing considerable induction in the particles by the high
rate of change of the magnetic field and therefore back-induction
sufficiently high to deflect the frequency or phase of the primary
current.

When taking a closer look to HF ACs of sine or square shape
flowing through measurement coils, every transition from peak to
trough and reverse represents a change in current flow, which causes
a magnetic field to be established in one direction for as long as the
transition takes, followed by a slight decay of the field when the
current is at its maximum or minimum and therefore not changing
(much), followed by the destruction of the magnetic field and estab-
lishment of a new field in opposite direction at the transition of the
current flow towards the other extreme.

As there is a magnetic field constantly established and collapsed,
this change in magnetic field leads to the constant induction of a sec-
ondary current which, according to Lenz’ Law, is directed opposite
to that given at the time by the AC-curve. The inertial dynamics
of this counter current induction can even be a critical part of the
generation of the AC signal in the first place, as shown in section
2.4.4.1. In other setups, it can also have potential influence on the
frequency of an externally generated oscillating signal or can cause
potential phase-shift to such a signal.

When metallic material is introduced to the constantly changing
magnetic field, this material alters the magnetic permeability u of
the field’s surrounding and thereby the inductivity of the measure-
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ment coil, as quantified by (20), due to one or both of the following
effects:

Firstly, any electrically conducting object will induce so called
eddy currents [17], which in turn establish a small secondary mag-
netic field [30] that interferes to a small extent with the primary
magnetic field and therefore with the induction of a secondary cur-
rent in the coil, which influences the overall frequency of the AC
signal.

Secondly, ferromagnetic particles as a consequence of their mag-
netic properties also interfere directly with the magnetic field. In-
stead of favoring the dispersion of the field by instantly shorting the
eddy currents created across features of their geometry, more inertia
is added to the existing field since the atoms align their magnetic
field to the one they experience from outside.

The different effects of ferrous and non-ferrous metals is also re-
flected in the signal deflection of the detection system, with the
response to ferrous particles being distinctively stronger and oppos-
ing the direction of the one observed with non-ferrous materials.
However, depending on shape and size of the objects, according to
C. W. Moreland [31], eddy current effects of large ferrous objects
can also reversely override the ferrous effect.

The inductivity of a single layer coil whose interior is filled with
any material can be calculated from the material’s magnetic perme-
ability and the coil dimensions by (20) as presented by Sanderson
and Lim [16]

2
L= A (20)
where L is the inductance of the coil in Henries H, pg is the
magnetic permeability of vacuum, which happens to be equal to 4 -
10~"H/m, p, is the magnetic permeability of the material relative
to o, N is the number of turns the coil consists of, A is the cross
sectional area of the interior of the coil and [ is the length of the
cylinder described by the coil.
They also provide a table of u, values for various ferromagnetic
materials, which range from very close to 1 (magnetite powder),
via some around 100 (Iron, Nickel, Cobalt) up to 20000 (Ferrites),

with ferrites being oxides of various transition metals and Iron, e.g.
MnZnFe;Oy [16].
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Figure 9: Tank circuit as an electrical resonator.

2.4.4 Principles of Beat Frequency Oscillation (BFO)

As the previous sections focused on the physical basis that enable
inductive measurement of ferromagnetic tracer material, this sec-
tion is there to widen the view and add context as to promote a
wholesome understanding of the measurement device presented in
section 3.2.1.

A BFO inductive measurement device basically consists of two
separate oscillator circuits, one of which contains the measurement
coil that determines the oscillator’s output frequency and the other
contains some kind of element that makes it adjustable in reference
frequency. The signals of both, measurement and reference oscil-
lators are mixed and processed so only the sensitive audible beat
frequency remains for further analysis.

As it became clear from the previous section that a HF AC source
is necessary for such kinds of measurements, the essence and working
principle of an oscillator is to be given in the following section:

2.4.4.1 Principles of Electric Oscillatior Circuitry

An oscillator is an electric circuit capable of producing an AC signal
from a direct current (DC) voltage. Its central element is typically
at least one resonant or tank circuit, which in its most elementary
case is made up by an inductor and a capacitor connected in parallel,
as shown in Figure 9.

The principle of operation of such a tank circuit is a constant
conversion of energy between the forms of capacitor charge, current
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flow and a thereby established magnetic field. With the excitation
of such a system - e.g. the complete charge of the capacitor without
any external current flow - the cycle of oscillation will begin as the
capacitor equals out its charge by current flow through the inductor.
With that flow of current, driven by the discharge of the capacitor,
the inductor creates a magnetic field. When the capacitor charge
is depleted, the magnetic field begins to decay, inducing a current
flow that is equidirectional to that before, causing the capacitor
to become charged reversely compared to the initial state. When
the magnetic field is depleted, the capacitor is fully charged in the
reverse direction so the flow of current, establishment and collapse
of the magnetic field and recharching of the capacitor will proceed
as described in reverse direction, by which the cycle is closed and
will be repeated.

Under idealized conditions such as zero resistance in the compo-
nents and their connections and no interference with any measure-
ment circuitry or the environment, this excited tank circuit would
oscillate by itself without decay in amplitude. The rate at which
the oscillation takes place is called the circuit’s resonant frequency,
which can be calculated according to (21), that also holds for some
non-ideal oscillators such as the Clapp oscillator [31,32]

1
d 2n-vL-C (1)
with f being the resonant frequency in Hz, m being the circular
geometry constant needed for conversion from rad to Hz, L being
the inductance of the inductor in H and C being the capacitance of
the capacitor F.

However, as losses are inevitable, well balanced feed back ampli-
fication of the oscillating signal is needed to satisfy the Barkhausen
criteria for the establishment and maintenance of such an oscillating
signal, which state that the ratios of signal amplification and decay
must be greater than unity for the establishment of an oscillating
signal and be exactly at unity for its maintenance [32].

2.4.4.2 The Beat Effect

As the change in inductivity of a coil compared to its total induc-
tance is marginal when small portions of tracer material are brought
to or removed from within the coil, differential measurement has to
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Figure 10: When two continuous sine waves with relatively short primary wave
lengths Ly and L that differ only by a small fraction of their length are added,
then a secondary beat wave with a relatively long wavelength Lpcq: results.

be performed in order to enable their detection. With the induc-
tance having effective influence on the oscillation frequency, differ-
ential frequency quantification can be done using the phenomenon
of the beat effect, which is illustrated in Figure 10. This effect ap-
pears most obviously when two sinusoidal waves of relatively high
primary frequencies with a very slight difference in frequency are
added to each other, as it happens naturally with sound waves in
the air or with AC voltages when their wires are connected. Then
their sum wave modulates the original frequency in a secondary sinu-
soidal wave whose frequency is equal to the difference of the primary
frequencies. The secondary wave can be isolated by rectification and
low pass filtering [31].

3 Experimental Setup

In this section, the used particles, the inductive measurement de-
vice, the specifications and positioning of the measurement coils and
data processing routines are to be explained in detail as well as the
calibration setups and the cold flow model apparatus including the
particle loop and the supply of pressurized air.

3.1 Particulate Solids used for the Measurements

The main component of the fluidized beds used in this thesis was
made up by glass beads which had a mean dgy of 130 um with most
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of the particles being sized 100-200 pm, and almost all of the beads
being contained in the range of 80 to 250 pum as a it was indicated
by a volume related analysis using a Mastersizer 2000 device by
Malvern Instruments (see the output sheet of the analysis in the
Appendiz). The glass had an inner density of 2450 kg/m3, while the
bulk density was 1574 kg/m?3.

As ferromagnetic tracer particles, ferritic stainless steel 1.4742
with nominal diameters of 45-100 pm and an estimated dgy of 80 um
have been used. Accurate analysis of the particle size composition
has not been done, however particles smaller than 32 pm had been
removed before by sieving. The inner density of this material was
7560 kg/m?3.

The calculated values for u,,s were 0.0150 m /s for the glass beads
and 0.0176 m/s for the tracer particles. Despite the subtle differ-
ences, both kinds of solids were regarded hydrodynamically equiva-
lent.

3.2 Measurement Equipment
3.2.1 Beat Frequency Oscillator

In the course of this thesis, one major emphasis was put on the
development of a device capable of converting small changes in in-
ductance of the measurement coils to frequency shifts in an AC
output signal.

In the current case the signals of two separate L/C-oscillators
(with the inductance parts (L) being a measurement coil for one
and a reference coil for the other oscillator and the capacitive parts
(C) being exchangeable capacitors) are superimposed to generate a
beat, as explained in section 2.4.4.2. With the measurement of the
beat frequency and the detection of its deflection, the device meets
the requirements for being called a BFO metal detector. Depending
on the circuit design, amplification rate, inductance and capacitance
values, the wave lengths of the individual oscillators can be set to
practically useful values ranging from below 100 £H z to beyond the
measurement capacities of the oscillator that was available in the
lab, but it was believed to be in the M H z-region.

As the deflection of the inductivity of the measurement coils has
a multiplicative effect on the individual oscillator’s frequency (see
(21), the beat frequency is deflected more vigorously when the in-
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dividual frequencies are higher given the same change in inductiv-
ity [31]. Hence, the primary frequencies have to be high enough
for the device to provide sufficient sensitivity for the measurement
of low amounts of tracer material. However, when the frequencies
are chosen too high, stability of the signal can become a problem,
which was observed and treated as follows, as a result of both, rec-
ommendations by C. W. Moreland [31] and practical experiences
made during the development of the device:

(1) The distance between the individual wires of a coil, includ-
ing the start and end pieces, has substantial influence on the total
inductivity of the coil. Therefore, any wire wound to a coil that
is taking part in the circuit were fixed using hot glue or at least
duct tape and the end pieces were packed into solid joints ending in
compact, non-compressible cables.

(2) Changing magnetic fields in the environment such as elec-
tric motors or power transformers were kept at distance as far as
possible, as their magnetic fields were observed to potentially sup-
press the beat signal partially or even completely, but even if it
interfered just slightly with the beat signal, the compatibility of the
signal with its further processing was suffering severely. Also, with
the simultaneous operation of more than 1 measurement positions,
the lightheaded decision to pack all oscillator circuits into a single
housing resulted in some bleeding, interference and even deflection
between the channels. Mounting a metal plate in between the cir-
cuit boards and reference coils of each channel helped to minimize
the bleed, however any measurements regarding this thesis were per-
formed using only one channel.

(3) Parasitic capacitances between the windings of a coil re-
sponded to changes in permittivity in its immediate surrounding
when sensitivity was high, resulting in moderate signal deflection
when the coil was touched or approached with fingers. Therefore
the coil holders for the reference coils were designed and placed
such that the coil itself was located centrally in the housing.

(4) Since temperature has some effect on capacitance and induc-
tance values as well as resistance of semiconductors, temperature
drifts can lead to signal drift as well, however this was not found
to be a major problem during the measurements carried out in the
course of this thesis.

Thus, after the available means of stability control have been
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exploited, a compromise in primary oscillator frequency had to be
found that was high enough to provide sufficient sensitivity, but low
enough to ensure reasonable stability.

For the adjustment of the primary oscillator frequencies, values of
L and C can theoretically be chosen freely as long as the wanted fre-
quency is produced by satisfying (21). However, as the full working
oscillator circuit also features portioning, amplification and espe-
cially phase adjustment of the feedback signal, which needs to be
dimensioned to suit a certain range of L and C values [33], there
were also practical limitations. Still, with the frequency determin-
ing elements consisting of one coil and two capacitors for each of the
oscillators (see Figure 11 for reference), by using different combina-
tions of the capacitance values, the range of practically achievable
frequencies included many orders of magnitude even without chang-
ing any component between the transistor Q3 and the speaker in
the schematic in Figure 11 and was not a limitation to the practical
use of the device.

As capacitors are cheap and easily available in a huge range of
values, they are predestined as a means for selecting the order of
magnitude of the tuning frequency. For fine tuning however, the
availability of variable capacitors is restricted to capacitance values
in the pF range, which was clearly beyond the scope of values ca-
pable of producing oscillation in this setup. This also holds true
for varactor diodes which would otherwise have the advantage of its
capacitance being controllable by a bias voltage [32].

So, to be able to fine-tune a reference oscillator circuit and there-
fore produce a meaningful beat frequency, reference coils with mov-
able ferrite cores had to be made, which was possible to do with a
reasonable effort (a detailed explanation is given in section 3.2.3).

3.2.1.1 Design of the Circuitry and Device

The electric oscillator circuit used in this thesis was based on a
circuit designed for a metal detector for hobbyist treasure hunting
by D. Smith [34]. As the circuit posted on his site provided a solid
foundation, the need for development was limited to the following:

(1) Increase the flexibility of the frequency range by making those
capacitors exchangeable that directly participate in the resonator
and are therefore counted to the frequency determining components.
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Figure 11: BFO circuit with some parts being specific to the reference oscillator
(L1, C1-2, Q1), some to the measurement oscillator (L2, C3-4, Q2), R2 and R4
making up the signal mixer, the central region (Q3-6, R5-10, C5-9) accounting
for amplification and shaping of the output signal plus portioning and phase
adjustment of the feedback signal and the rightmost region being a measurement
transformer that converts the output frequency to a DC voltage.

(2) Adaption of the measurement coil to the shape and needs
of the tracer detection in particle removal and return pipes and
maintaining the coil’s compatibility with a Lock-In Amplifier device
developed in parallel by Hofer et al. [35].

(3) Finding a suitable way of signal processing that yields a nu-
merical value which can be logged over time.

(4) Finding layouts for the circuit boards and integrating them
into a housing.

The final circuit is depicted in Figure 11, with any non designated
components being optional and any components with missing values
being exchangeable for the purpose of tuning the oscillators. All the
Transistors were of type MPS 751, all the non-electrolytic capacitors
were of metal foil type.

The schematic in Figure 11 features several regions:
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The reference coil L1, capacitors C1 and C2 as well as the re-
sistor R1 and the transistor Q1 can be assigned specifically to the
reference oscillator, while the measurement coil L2 together with
the capacitors C3 and C4, the resistor R3 and the transistor Q2 are
specifically part of the measurement oscillator.

The resistors R2 and R4 form a tapped voltage divider between
the two oscillators and serve the purpose of mixing the two primary
signals to generate the beat signal that is then amplified, phase
adjusted and shaped by the components R5-10, C5-9 and Q3-6 into
a square wave that switches values between 0 and approximately 10
V.

The integrated circuit chip LM2907 and its peripheric compo-
nents (bias adjustment resistor R11 and output pulldown resistor
R12, bypass capacitor C11 and charge pump buffer capacitor C12)
work as a measurement transmitter that converts the beat frequency
to a DC voltage between 0..10 V. However the sensitivity of the out-
put voltage signal was rather poor and the ripple noise most of the
time exceeded the actual signal. By adding a passive low pass in
form of bypass capacitors between the voltage output and ground,
ripple noise could be reduced, but the overall voltage was raised,
significantly reducing the headroom and thereby the measurement
range. Due to these difficulties, the measurement was performed by
recording the audible beat signal using a standard PC sound card
at a sample rate of 48000 Hz and evaluation of the recorded file by
software as explained in detail in section 3.2.1.2.

The 12 V DC power supply shown at the top left in Figure 11
is buffered by the capacitor C10 to prevent oscillations between the
power and ground poles.

3.2.1.2 Data Recording and Processing Procedure

As described above and depicted in Figure 12, the primary output
of the BFO measurement device was a spike-shaped voltage wave in
the audible frequency range with changes of the inductivity of the
measurement coil being converted to shifts in the output frequency.
After failed attempts to perform on-line conversion of the frequency
shifts to DC-voltage shifts, it was decided to record the primary
beat frequency signal via a standard PC sound card and to perform
the conversion offline by software. The software used for recording
the audio files was Audacity 2.0.5, the data processing was then
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Figure 12: A small snippet of wave data read from the recorded file with points
marked where one sample is below and the next sample is at or above a certain
threshhold.

performed by a routine written for Octave 4.4.0.

The functionally relevant parts of this routine are presented in
Listing 1, with the lines for file handling and function definition
purposes being omitted. In the routine, the waveform data from
the recorded sound file is first read in, storing the amplitude value
of each sample in an array y and providing the sampling rate fs.
Then, besides initiating cycle number and start sample number, a
threshhold is defined, which, if deceeded by one sample and reached
or exceeded by the next, marks the end of one and the beginning of
the next wave cycle. The number of samples contained within one
wave cycle divided by the sample rate was regarded the wave length
of that cycle. The reciprocal of the wave lengths (corresponding to
the frequency) are logged into a new array as were the time points
(absolute number of the sample a given cycle began with, devided
by the sample rate). As some artifacts were encountered where the
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threshhold was crossed during one wave cycle, resulting in outliers
with multiples of the base line frequency, a basic smoothening algo-
rithm had been included. To detect such an outlier, a criterion was
defined as one wave cycle having more than double the frequency
of the highest one of its adjacent wave cycles. If the algorithm was
enabled and the criterium was met, the smoothing was done by as-
signing the mean value of the frequencies of the adjacent wave cycles
before and after the outlier to the cycle in question. This was obvi-
ously not an exact solution, as either the wavelength before or after
the artifact was also affected by the artifact, besides the criterion
was leaving much room for not detecting potential outliers. How-
ever, as the data featured some very far outliers, it probably did
benefit more than it suffered from using it.

Listing 1: Arrangement of functionally relevant code that was used to quantify
the frequency of each wave cycle from waveform data

% read in the waveform from .wav file (s)
[y, fs] = wavread(filename);

% initiate the cycle number with 0 and start sample number
with 1

cycle=0;

cycleStartSamp = 1;

threshhold = 0.3;

% loop over all samples except the first and last 10

for (nSamp = 10:(length(y)—10))

% store adjacent sample values

currSamp = y(nSamp) ;

nextSamp = y(nSamp+1);

% check if the threshhold is being exceeded between the two
adjacent samples

if (currSamp < threshhold & nextSamp >= threshhold)

% in the first cycle, store sample number and set cycle
number to 1
if (cycle==0)
cycleStartSamp = nSamp;
cycle = 1;
else

% for all other cycles, store frequency and time stamp of

that cycle
cycleLength = nSamp—cycleStartSamp ;
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waveLength = cycleLength/fs;
freq(cycle)= 1/waveLength;
t(cycle) = nSamp/fs;
cycleStartSamp=nSamp;

% In case that suspiciously short wave cycle artifacts
have been encountered, a smoothing algorithm has
been included

if (smoothing >0)

% If one cycle was much shorter than both the cycles
before and after, then force the artifact cycle
to be the mean wvalue of the two adjacent cycles

if(freq(cycle —1)>2«max(freq(cycle), freq(cycle—2)))

freq(cycle —1) = mean(freq (cycle —2), freq(cycle));

endif
endif
cycle +=1;
endif
endif
endfor

3.2.2 Measurement Coils

The cold flow model used in this thesis was equipped with measure-
ment coils at the solids removal and return pipes at the positions
highlighted in Figure 17. Those coils had an inner diameter of 60
mm, a cylinder length of 12 mm, as shown in Figure 13. Multi-
ple layers of 0.35 mm enamelled wire were wound onto 3D-printed
coil holders as densely as possible with the help of a lathe. The
produced coils were measured to have an inductance of 8.1 mH,
using a Voltcraft LCR-9063 measurement device which operates at
frequency of 266.6 H z.

3.2.3 Reference Coils

The reference coils used for fine tuning the reference oscillator were
made of 0.15 mm gauge enameled copper wire wound around 3D-
printed coil holders in 175 turns. They had an inner diameter of 14
mm and a cylinder length of 10 mm, as depicted in Figure 14. The
coil holder was hollow, containing a ferrite core which was moveable
in axial direction by means of a threaded pole that extended through
a hole in the housing of the device, enabling its operation by an
external knob. The inductivity was measured to vary from 146
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Figure 13: The 3D-printed coil holder containing the coil in the groove between
the two external rings.

to 390 mH throughout the range of possible axial positions of the
ferrite core using a Voltcraft LCR-9063 measurement device which
operates at frequency of 266.6 H z.

3.3 Calibration of the Measurement System

For the sensitivity testing and calibration of the signal deflection of
the measurement device, portions of tracer particles were weighed
and added to a bed of fresh, tracerless glass beads in a glass ves-
sel. After mixing with a manual stirrer, each measurement run was
started by recording a few seconds of the beat wave signal of the
empty coil. Then, the vessel was placed in the center of the coil, left
there for a few seconds before removing it again to record a final
few seconds of empty signal and stopping the recording. In such a
way, the base lines before and after the actual measurements could
be averaged over, thus eliminating potential signal drifts that could
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Figure 14: Reference coil assembly including the coil holder (1), a threaded pole
(2) that moves the ferrite core (3) into or out of the coil interior (4).

have occurred during the recording. The frequency difference be-
tween the average base line and the tracer deflected measurement
was regarded the signal deflection of that run.

Any model fitting and evaluation activity was done using R 3.2.1
and RStudio 1.1.419.

3.4 Small Scale Fluidization Pipe

For the acquisition of u,,f and u,,;, of the particles given in section
3.1 and for a series of bed expansion measurements, a desktop scale
fluidization chamber in form of a push fitting assembly of an inner
PVC pipe and an outer acrylic glass tube was used as shown in
Figure 15. Its inner diameter was 50 mm and its empty freeboard
height was 925 mm from the gas distributor plate to the fabric off-
gas filter at the top. The gas distributor was a circular plate of
acrylic glass with holes of 1.5 mm in diameter being drilled in a
rectangular pattern with 5 mm interspaces.

Its windbox was supplied with pressurized air from a laboratory
compressor, limited to 1 barg by a reducing valve and controlled in
volumetric flow using a rotameter with a built-in adjustment valve.

The calibration chamber was filled with glass beads to a height
of 162 mm above the gas distributor, which expanded to 168 mm
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Figure 15: Drawing of the small scale fluidization pipe with its functional fea-
tures being the windbox (1), gas distributor (2), consisting of a hole drilled
acrylic glass plate and a fabric filter attached to its lower surface, fluidization
chamber (3) and also depicting the possible measurement arrangements, such
as a coil being mounted around the inner PVC pipe (5) either in lower position
(4) or higher position (7), in the latter case it was supported by an adjustable
acrylic glass ring (6). An outer acrylic glass pipe (8) is mounted on top, con-
taining the upper section of the bed and the freeboard (9), which is limited on
top by a fabric off gas filter (10).

when the bed was coming to rest after fluidization.

A measurement coil was mounted in one of the two positions
indicated in Figure 15, with the higher position being still well below
the bed surface at any fluidization rate.

For the evaluation of u,,; and less probably a differing ,,;, the
regulation valve was fully closed and then slowly opened, until the
first movement was visually observed in the bed. After u,; was
found, the valve was opened further to evaluate how the visual
characteristics of the fluidization would change and what fluidization
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regimes could be reached. No inductive measurement was performed
during the evaluation of the particle and fluidization properties.
For the measurements regarding the bed expansion, a set of flu-
idization velocities were chosen, ranging from ,,s to the maximum
that could be measured with the available rotameter. For the actual
measurement of the bed expansion at each velocity, the the beat sig-
nal was recorded into an audio file starting with the acquisition of
the first base frequency when the regulation valve was fully closed.
After a few seconds, the valve was opened and manually adjusted
to reach the nominal fluidization velocity as closely as possible. The
valve was left opened for the duration of around 20 seconds and then
fully closed, continuing the measurement for another few seconds to
acquire a second base frequency, for the case that signal drifts might
occur. The frequency deflection was calculated as the difference be-
tween the active frequency while fluidized, averaged over the holding
time and the mean value between the frequencies before and after
the fluidization. The raw data tables are given in the Appendiz.

3.5 Design of the Cold Flow Model

For the RTD measurements, a cold flow model with a bubbling
fluidized bed was used, with the main chamber dimensions being
200 x 400 mm in footprint, having around 300-400 mm nominal
moving bed height and an empty freeboard height of 1890 mm from
the gas distributor /base plate to the off gas filter.

The wider side walls were featured with large windows of ex-
changeable acrylic glass featuring holes for the mounting of model
heat exchanger pipes in various combinations of pipe diameter and
interstitial distances. However, when measurements were made re-
garding this thesis, none of those pipes were mounted, but replaced
with flat plugs.

The base plate was an aluminum plate of 6 mm thickness fea-
turing a total number of 74 metal sinter filters evenly distributed
throughout the basal area. Beneath the bottom plate, the windbox
was located, containing a gas inlet pipe in its center that was sealed
shut at its end, but featured ventilation slits through the length of
the pipe laterally underneath its axis (see Figure 17 for reference).
Thereby, homogeneous distribution of the gas flow throughout the
openings of the base plate was sought to be put to high fidelity.
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Figure 16: 3D-view of the cold flow model assembly from its rear side, depicting
the fluidized bed chamber (1), the freeboard (2), the freeboard’s off-gas filter
(3), the particle removal pipe (4), the screw conveyor (5), the riser pipe (6),
the particle separator (7) and the particle return pipe (8). The direction of
movement of the particles in the loop is indicated by red arrows.

3.5.1 The Particle Loop Assembly

At the narrow sides of the fluidization chamber, the particle inlet and
outlet pipes were located. Both were acrylic glass tubes mounted
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Figure 17: Sketch of the front view of the fluidized bed chamber, showing the
dead end gas inlet pipe (1) with its ventilation slits (2) that feed the windbox,
whose only exit is the gas distributor plate (3) which provides the primary gas
flow for the fluidization chamber (4). All the mounting positions for crossing
pipes were sealed with plugs (O). At the particle removal pipe (5), solids exit
the fluidization chamber and descend to enter the screw conveyor (6). After
passing the particle loop, the solids return to the chamber via the downcomer
pipe (7). At both, solids removal and return pipes, measurement coils (8) were
mounted.

at the angles of 60°(particle return) and 65°(particle removal) w.r.t.
horizontal plane to ensure effective particle transportation within
the tubes by the force of gravity. These tubes were connected with
the fluidization chamber via elliptical junctions as a consequence of
the angled cuts.

While the particle return tube of the downcomer had its lower
end of the junction with the fluidization chamber close to the base
plate, the lower border of the junction of the particle removal tube
was located at a height of 80 mm.

When particles pass the barrier of the outlet from the fluidization
chamber, they fall down a short distance through the angled outlet
pipe into the perpendicularly arranged screw conveyor, which acts
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as an air seal to prevent pressurized air from the riser from leaking
into the main chamber and also controls the particle flow through
the loop, provided its workload is saturated (see section 4.1). The
screw was driven by a pneumatic motor after an electric motor had
been identified to cause unacceptable noise in the measurement coil
at the particle removal pipe.

After passing the screw conveyor, the particles reach the riser
pipe, where air is flowing upwards at a velocity that exceeds u; by
an amount that grants reliable pneumatic transport of the solids
up to the particle separator, whose main functional feature is an
extension in cross section that lowers the gas velocity as to enable
free particle sedimentation. The particle separator is also angled
about 45°downwards with the gas stream turning 180°around a nar-
row plate at its lower end, so the particles contained in the gas are
firstly directed downwards and will then hardly make the turn but
rather fall down the adjacent solids return pipe. Those particles that
make the turn by chance however are fed to the freeboard above the
fluidization chamber.

When particles fall down the solids return pipe, they descend to
the surface of a fixed bed inside the downcomer pipe, whose level is
above the one of the fluidized bed in the chamber, since - apart from
a small amount of bleeding of pressurized air - fluidization does not
take place and therefore there is no evening out of the level in the
pipe with the one in the fluidization chamber.

Now, due to the difference in pressure exerted by the mass of
solids that follows the difference in levels of the ”fixed” bed in the
downcomer compared to the fluidized one in the chamber, the solids
contained by the bed in the downcomer descend each time space is
temporarily provided in the vicinity of the junction. The result is
constant re-feeding of particles into the fluidization chamber.

3.5.2 Pressurized Air Supply

All of the main and peripheral applications using pressurized air
were supplied by one large compressor that was designed to provide
6 barg of pressurized air at high volumetric flow. All of the devices
were controlled in volumetric flow after pressure limiting by reducing
valves according to the scheme in Figure 18.

For the fluidization of the bubbling bed, the gas distributor was
supplied with a pressure of around 0.7 barg, which was sufficient
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Buffer tank

Figure 18: Sketched piping scheme of the pressurized air supply of the cold
flow model device, beginning with the compressor in the far left of the Figure,
proceeding to the bypass pipe and pressure reducers via filters and the buffer
tank. Every branch including the bypass has a manual regulation valve for air
flow control with the only exception being the fluidization chamber, where the
manual valve is only for opening the branch and the regulation is done by a
motorized ball valve.

to produce a volumetric flow of up to 80 Nm?/h (translating to a
maximum fluidization velocity 0.278 m/s in this setup) across the
bottom plate, which is the limiting pressure barrier of the system
[36].

The riser and the pneumatic motor of the screw conveyor were
supplied with a pressure of 3 barg. While the first was roughly
adjusted in volumetric flow to provide reliable solids transportation
but still ensure the stop of entrainment in the particle separator, the
latter was visually monitored and manually adjusted in volumetric
flow to a range of 8-14 Nm3/h using a rotameter and a manually
operated needle valve.

3.6 Calibration of Particle Circulation Mass Flow

The total mass flow of particles through the particle loop was not
inherently quantified by the setup of the cold flow model, hence
the particle flow was correlated with the amount of pressurized air
supplied to the screw conveyor using the measurement setup and
data processing routines presented in the following.

For the measurement of the particle mass flow in the particle
loop, a height grid was drawn onto the transparent acrylic glass at
the vertical section of the downcomer pipe with a total hight of 500
mm and intersections at every 50 mm. The freeboard assembly was
removed to gain access to the junction of the downcomer pipe with
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the fluidization chamber. This junction was manually blocked while
the fluidization and particle circulation were running, so the parti-
cles accumulated in the downcomer pipe. The rise of the particle
level in the downcomer pipe was filmed at 15 frames per second to
acquire each time point when the level reached a marking. After
the highest marking had been reached, the junction was unblocked,
allowing the level of particles in the downcomer pipe to fall below
the lowest marking. As electrostatic effects led to the accumulation
of particles in the particle separator that came down in large clogs
at unpredictable times, the data was clear to become very noisy.
Hence, 6-7 measurement runs were performed at each rate of air
supply to the screw conveyor. The main chamber was fluidized with
a rate of 20 Nm3/h to avoid excessive particle spill due to the miss-
ing freeboard assembly and the air supply of the screw conveyor was
adjusted to 8, 10, 12 and 14 Nm3/h.

When the time data was acquired for each height value in each
measurement run, linear trend lines were fitted to the progression
of each run. As it was not clear whether the time when the level
reached the grid line zero was over or underestimated due to the
clogging noise, the intercept data was omitted and only the slope
values were used for the acquisition of a general calibration model.
The velocity of the rise of the particle level was converted to mass
flow according to (22),

=0 A (22)

where 712 is the mass flow of particles in kg/h, Ah difference in

particle level in the downcomer pipe in m per time interval At, A is

the cross sectional area of the internal space of the downcomer pipe

in m? and pj, is the bulk density of the glass particles, as encountered
in the downcomer pipe in kg/m?.

The final calibration model is presented in section 4. 1.

3.7 RTD Measurement Procedure

For each RTD curve measurement run, first the pressurized air sup-
ply and PLU were started. Then, the air supply to the fluidization
chamber was set to the desired value by an input at the PLU. As
soon as the fluidization activity was observed to be constant, the
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riser and screw conveyor were fed with their respective air supply
and controlled to the desired solids circulation rate.

While the bed was fluidized and circulated for some minutes be-
fore the tracer injection, the tracer was kept immobile in the down-
comer pipe, upstream of the input measurement coil by means of an
assembly of strong permanent magnets arranged around the pipe.

Pulse injection of the tracer material was performed by manually
removing the magnet assembly as quickly as possible, followed by
free fall of the tracer front through the input measurement coil to the
semi-fixed bed of the downcomer pipe until it reached the reactor
and was gradually eluted through the particle removal pipe.

The magnet assembly was re-attached to the downcomer pipe
immediately after the injection to immobilize any tracer particles
that pass the particle loop, preventing them from re-entering the
chamber.

4 Results & Discussion

4.1 Calibration of the Particles Circulation Rate

The calibration model for the prediction of the particle mass flow
through the particle loop based on the volumetric air flow through
the pneumatic motor of the screw conveyor is shown in Figure 19.

The data points represent the average slope values of the accu-
mulation of particle mass in the downcomer pipe as acquired in the
calibration process described in section 3.6. The excessive noise
was accounted to electrostatic effects that led to the accumulation
of particles in the particle separator that came down in larger clogs
at unpredictable times, as mentioned in the previously stated sec-
tion. The parameters of the fitted calibration model and their sig-
nificance levels are given in Listing 2, showing reasonable reliability
of the slope value, but, as expected, considerable uncertainty in the
intercept.

Listing 2: R output of the summary of the linear calibration model regarding
the particle mass flow through the particle loop.

Call:
Im(formula = dataY ~ dataX)

Residuals:
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Figure 19: Calibration data of the mass flow of particles in dependency of the
volumetric air flow through the pneumatic motor of the screw conveyor. The
error bars represent standard deviation.

Min 1Q Median 3Q Max
—22.320 —-9.196 —2.078 12.165 31.554

Coefficients:
Estimate Std. Error t value Pr(>|t])

(Intercept) 27.574 14.716 1.874 0.0737
dataX 13.240 1.281 10.336 4.08e—10 #x%x*
Signif. codes: 0 =*x% 0.001 %% 0.01 =% 0.05 . 0.1 1

Residual standard error: 13.97 on 23 degrees of freedom
Multiple R-squared: 0.8229, Adjusted R-squared: 0.8152
F—statistic: 106.8 on 1 and 23 DF, p-—value: 4.08e—-10

4.2 Correlation of the BFO Frequency Deflection to the
Relative Content of Steel Powder Within the Coil

The BFO device was calibrated to detect changes in tracer con-
centrations by means of a correlation factor (slope). The intercept
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parameter has no particular meaning, as the differential frequency
baseline is dependent not only on the individual coil build and the
magnetic permittivity of the surrounding, but also on the setting of
the reference coil and also signal drifts caused by uncontrolled but
influential factors such as temperature.

In this Calibration run, the particle mixes were prepared in a
glass vessel which caused distinct signal deflections even before its
first contact with ferrite tracers. Similarly, ferrite free glass beads
also caused a noticeable signal deflection.
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Figure 20: Calibration graph of the BFO device, showing the frequency deflec-
tion in dependency of the ferrite content.

The calibration model fit is shown in Figure 20, where no sys-
tematic deviations from linearity can be seen, with the uncertainty
being reasonably low. In the context of RTD measurements, these
features are the most important outcome of the device calibration,
as RTD curves are evaluated by their shape and temporal location.

The slightly sinusoidal progression of the deviation of the mea-
surement points from the model was vaguely suspected to resemble
oscillating manual mixing habits of the operator, but could just as
well have formed purely by chance.
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If the correlation factor was highly accurate, reproducible and
equally valid for both mounted coils, mass balancing of tracer ma-
terial might be possible, but was not an objective of this work.

The fit of the linear model was also statistically evaluated, with
the R-output being shown in Listing 3, where especially the good
R? values underline the applicability of the model.

Listing 3: R output summarizing the fit of the linear calibration model to the
measured frequency deflection in dependency of the ferrite content of the particle
mix within the coil.

Call:
Im(formula = BFOcal$DF ~ BFOcal$ferrite)

Residuals:
Min 1Q Median 3Q Max
—4.904 —1.098 0.099 1.329 4.144

Coefficients:

Estimate Std. Error t value Pr(>|t])
(Intercept) 6.4859 0.8863 7.318 9.25e—06 %%
BFOcal$ferrite 1927.8070 17.6807 109.035 < 2e—16 #x*x*

Signif. codes: 0 =*x% 0.001 %% 0.01 =% 0.05 . 0.1 1
Residual standard error: 2.429 on 12 degrees of freedom

Multiple R-squared: 0.999, Adjusted R-squared: 0.9989
F—statistic: 1.189e+04 on 1 and 12 DF, p—value: < 2.2e—-16

4.3 Bed Expansion Measurements

As bubbling fluidization leads to fluctuating bed expansion, also the
tracer concentration decreases, either only temporarily with each
bubble or constantly but with fluctuations when bubbles are small
but numerous. The tracer concentration and its fluctuation were
measured in two distinct vertical positions, yielding valuable infor-
mation on the bubbling behavior of the bed as well as the BFO
device’s capability to trace it.

Before the actual measurement runs, u,,y was determined to co-
incide with w,,, at 0.028 m/s, which was almost two times the cal-
culated value. However, the procedure for determination of s
described in section 3.4, as electrostatic and other hysteresis effects
may cause fluidization to occur only well above ;.
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Figure 21: Increase of bed voidage caused by bubbling fluidization at various su-
perficial velocities in both coil positions, low and high. The error bars represent
standard deviation.

The mean values and fluctuations of the signal deviation in the
measurement runs are shown in context of the fluidization velocity
and the coil position in Figure 21. The measurements featuring
high coil positioning obviously show highly elevated fluctuations and
therefore longer error bars, which can be accounted to the larger
bubble size and more vigorous movement of solids in vicinity to
the bed surface as compared to regions located deeper in the bed.
The fluctuations become increasingly vigorous at higher fluidization
velocities. As the fluctuations of the real signal deflection are limited
above (the tracer concentration cannot exceed the one encountered
in the fixed bed), but not below, the symmetric standard deviation
error bars in some cases even deceed zero.

Examples of frequency progressions in the course of the individ-
ual measurement runs are given in Figure 22, where the difference
in vigorosity of the fluctuations in tracer concentrations between
the coil mounting positions becomes even more tangible. Highly
elevated bubbling activity and how it meets the upper limitation

45



o o
8 N fluidization velocity: 0.72 [m/s] 8 fluidization velocity: 0.72 [m/s]
WWMM coil position: high
o o
D > -
N 5o N [<¢]
= =3
> 9 _| > 9 |
- & 8
g g
o o
g 5 g 5
o o
© 3 -
© ©
I I I I I I I I T I
0 10 20 30 40 0 10 20 30 40
time [s] time [s]

Figure 22: Raw data of exemplary measurement runs for both coil position
at the same fluidization velocity, illustrating the differences in bubble size and
thereby fluctuation of tracer concentration in the coil.

of the tracer concentration (temporal fixed bed) can be seen in the
right graph (coil position: high) compared to left (coil position: low)
at the same fluidization velocity.

The interpretation of the exact progression of the mean signal
deviations with increasing fluidization velocity at both positions in
Figure 21 is not exactly trivial. However, smaller bubble sizes and
shallower increase in bed voidage with rising fluidization velocities
seems somewhat intuitive for the lower coil position. The sharp
increase in average bed voidage in vicinity to the surface also feels
natural at higher fluidization velocities. Still, the distinct lag or
depression of bed voidage in the higher position at low fluidization
velocities is not easily explained.

4.4 RTD Measurements

The raw data acquired form the measurement coil at the inlet of the
fluidized bed chamber is plotted in Figure 23. The peak’s detailed
shape is showcasing the measurement technique’s resolution on the
time scale and therefore its capabilities for the detection of quick
changing conditions, probably suiting for the needs of particularly
small fluidization chambers or even for picturing of tracer flows with
multiple small (but either only superficial or intrusive) probe heads.

In the graph, one major and a second, minor peak can be clearly
distinguished. This shape might most probably have been caused
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Figure 23: Raw data of the peak measured at the inlet upon the injection of
ferritic tracer material.

by the mechanism of the manual tracer injection. The tracer was
immobilized by strong permanent magnets held together by two half
circular plastic parts and injected by manually parting and removing
the parts carrying the magnets, which always stuck at the one end
when opening the other. The removal of the still sticking ends was
then achieved only with a slight delay, when considerable amounts
of tracer material could still have been immobilized at the inner side
of the tubing which might have caused the distinct minor peak after
the sudden complete removal of the permanent magnets.

Despite its distinct shape, most of the peak extends over less
than 0.5 seconds, which is very short compared to the duration of
the measurement curve at the outcome (about 3000 s, see also Figure
25) and was therefore regarded infinitely short when evaluating the
RTD curve measured at the outlet of the fluidization chamber.

With a maximum signal deflection of almost 500 H z, this peak
exceeds the range covered by the calibration presented in section
4.2 by more than double.

The baseline is distinct and narrow in range, featuring only some
outliers - most probably artifacts of the only very rudimental data
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Figure 24: Time dependent concentration of tracer material captured in the
course of an RTD measurement run with u/u, s = 9.26 and a solids circulation
rate of 186 kg/h.

processing routine presented in section 3.2.1.2.

The raw data of an RTD measurement run captured at the outlet
of the fluidization chamber is presented in Figure 24, with a turbu-
lent and non-converging curve shape marking clear deviations from
the anticipated result. As the accuracy and reliability of the mea-
surement device was proven in previous subsections, the turbulences
of the measured curve was considered a reactor or flow problem (see
Figure 7).

The lack of convergence on the other hand was considered a prob-
lem of signal drift, which had not been investigated extensively with
this device before, but was also encountered with another device
when measuring RTDs in the same cold flow model [35].

Due to the lack of viable alternative correction procedures, the
signal drift was considered linear and quantified by fitting a linear
model through a number of measurement points beforethe peak and
where it was believed have ended, similar to the procedure described
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Figure 25: Drift subtracted and transformed E(t) data featuring the median
residence time and combined idealized PFR and CSTR model as well as its
characteristic parameters. u/u, s = 9.26, solids circulation rate: 186 kg/h.

by C. D. Guio Peréz [9] and Hofer et al. [35]. The correction was
done by subtracting the value of the linear drift model from each
data point at the same time value. Transformation to E (t) was
done by deviding every data point of the drift corrected curve by
the total area beneath the curve. To the resulting differential RTD
a model for a series of an idealized PFR and an idealized CSTR was
fit, as shown in Figure 25.

Despite the turbulences including one large signal trough that
even becomes negative in a certain range, it can clearly be seen
that the declining section of the peak is far more pronounced than
its rise. Thereby, and also by the relation of the Tprgr to Tosrg it
can clearly be stated that the measured section of the fluidized bed
reactor’s CSTR-like features are far more prominent than its PFR-
like ones, which is exactly the anticipated outcome considering the
cold flow model’s only small inlet and outlet piping sections and its
large fluidized bed chamber.
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The mentioned turbulences might be accounted to inadequate
mixing of the solids in the fluidization chamber as a consequence
of a too small fluidization velocity or too large (electrostatic) inter
particle forces, thus workings in the reactor, as it was indicated
originally by O. Levenspiel [27] and as illustrated in Figure 7.

As the model was fit only to the decaying section of the peak
starting at ¢t =7ppg, but Tprr was actually to be acquired through
the procedure of model fitting, the procedure of data augmentation
and parameter optimization was repeated in several iteration steps,
with the convergence of the parameters being shown in Figure 26.
Convergence was apparently reached for both parameters in less
than b5 iterations.

The values of the parameters and statistics regarding the final
model fit are given in Listing 4, whereas the determination of the
mean residence time tg5 of the measurement run is shown in the
cumulative RTD in Figure 27.
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Figure 26: Progression and convergence of the parameters Tcgrr and Tppg in
the progress of the iterative model fitting.
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Listing 4: R output summarizing the fit of the delayed exponential model to
the tracer concentration measurement curve.

Formula: E0 7 exp(—(t0 — tauPFR)/tauCSTR) /tauCSTR

Parameters:
Estimate Std. Error t value Pr(>|t])
tauCSTR 642.1549 0.5486 1170 <2e—16 *%*%
tauPFR 79.3767 0.3872 205 <2e—16 *%*%
Signif. codes: 0 =*x% 0.001 =%x 0.01 =% 0.05 . 0.1 1
Residual standard error: 0.0002019 on 800180 degrees of
freedom
Algorithm ”port”, convergence message: relative convergence
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5 Conclusions & Outlook

It can clearly be summarized that inductive tracer measurements
can be achieved at the level of capturing RTDs by means of a simple,
low cost and relatively easy to build BFO device in combination with
a standard PC and open source software even at pipes of a pilot-
scaled cold flow model. Critical requirements thereby are that good
care is taken when dimensioning of the frequency determining parts
of the oscillators, a robust build of the coils and proper spacing of
the oscillator circuits from each other as well as from other sources
of fluctuating electric fields.

5.1 Suggestions for the Improvement of the Performance
of the BFO Device

Besides the choice of well suited capacitors, the precision of the
highly critical fine tuning as well as the stability of the measurement
signal depends largely on the mechanical quality of the reference coil,
with any small hysteresis potentially having huge non-controllable
effects on the signal. Therefore, the build of the reference coils
carries a high potential for improving the measurement device, with
an improved design possibly including a grease filling of the internal
cylinder to reduce the mobility of the ferrite core in response to
vibrations.

If the reference coil assembly is less of a problem than assumed,
other forms of stability control are to be focused on, namely the
quantitative correlation of signal drifts to temperature changes and
detection of possibly non-investigated sources of fluctuations in the
electric field or dielectric constant of the surrounding.

Another possible source for signal drifting might be the lack of
regulation of the supply voltage. Possibly, monitoring of the supply
voltage and / or the use of better regulated power supplies can do
the trick. Additionally, if the regulation circuit of the power supply
unit depends somewhat on the temperature, then the signal could
be temperature dependent, even if the oscillator circuits were not,
which could be difficult to handle if rudimentary fan speed control
is inherent to the power supply that affects the temperature of the
supply unit in an undesired way.
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5.2 Suggestions for the Improvement of the Data Process-
ing Procedure

The code written for the translation of audio wave data to frequency
versus time data depended on a criterium that took into consider-
ation only two samples per wave cycle and outliers were simply
assigned the mean value of the two adjacent samples.

This is not a scientifically exact method and could be improved
by an algorithm that takes more samples of one wave cycle into
account to evaluate its shape, starting and end points and ignoring
sudden changes.

Alternatively, Fourier Transformation could be applied to every
few fractions of a second of the audio data, then the frequency po-
sition of the lowest peak of the spectrum could be evaluated as the
actual frequency at that time. This would come at the cost of a
substantial reduction of the temporal resolution and increased cal-
culation efforts (also meaning longer calculation times), but would
probably be more correct and has the advantage that Fourier Trans-
formation packages are available from open sources.

5.3 Suggestions for the Improvement of the Calibration
of the Particle Circulation Rate

Potential improvements to the measurement method regarding the
particle circulation mass flow include gravimetrical determination
of the particle outflow from the outlet of the screw conveyor (e.g.
weight-logging a vacuum cleaner connected instead of the riser) and
the application of means to reduce the electrostatic effects. The
latter include proper humidification of the air used for fluidization
and adding conductive coating to either the particles or the particle
loop walls, as suggested by D. Geldart [18].

While coating the particles would be a non-trivial task to do
and, besides added efforts and possible risks related to health and
environmental contamination, would probably change the particles’
properties. If the coating is stripped by the vigorous inter particle
and wall contacting, this would mean the properties would change
over time in a way that is non-trivial to predict or keep track of.

Conductive coatings of the walls of the particle loop will most
probably make them lose transparency, which was one of the main
reasons the materials were chosen for. Analogously to the particles,
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wall coatings could be subject to wear and thus be only a temporary
solution with gradually changing properties.

The mentioned gravimetric approach however could in fact be a
viable alternative, provided proper means of time and weight data
logging, however, theoretically videotaping a weight scale at a known
frame rate would do.
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Acronyms

AC alternating current.
BFO beat frequency oscillator.

CFB circulating fluidized bed.

CSTR continuously stirred tank reactor.
DC direct current.
HF high frequency.

PC personal computer.
PFR plug flow reactor.
PLU programmable logic controller.

PVC polyvinyl chloride.

RTD residence time distribution.

Notation

A area.

A, surface area of a particle mass.
Ar Archimedes number.

A, veq surface area of a sphere with a volume that corresponds to
that of an average particle.

C electric capacitance.
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C'(t) time dependent concentration curve.

Cp fluid dynamical drag coefficient.

A finite differences prefix.

d; mesh size of a sieve interval in sieving analysis.

d, mean equivalent particle diameter.

d_p mean Sauter diameter.

ds mean equivalent particle diameter related to surface area.
dgy mean equivalent particle diameter related to surface area.

dy mean equivalent particle diameter related to volume.

€ bed voidage.

E (t) differential residence time function.

f frequency.
fs sample rate of an audio file.

F (t) integral residence time function.

g gravitational acceleration.

~v gamma radiation.
Ah height difference.

L electromagnetic inductivity.
L, wave length of a first wave signal.
Lo wave length of a second wave signal.

Lipear wave length of a beat wave.

Mpeq bed mass.
mh mass flow.

it dynamic viscosity.
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Ny total amount of tracer material.

Ap pressure difference.
¢ shape correction factor.

7 circle geometry constant.
Q transistor.

R resistive component of an electric circuit.
Re Reynolds number.

pp bulk density.

py fluid density.

pp inner particle density.

t time.
7 mean residence time.

Testr characteristic time parameter of continuously stirred tank re-
actors.

Tprr characteristic delay time of idealized plug flow reactors.

t First momentum of a residence time distribution.

uy superficial velocity.
U,y Minimum bubbling velocity.
U, s minimum fluidization velocity.

uy minimum velocity where solid entrainment occurs.

V' volume.
V volumetric flow.
Viea bed bulk volume.

V), volume occupied by a particle mass.
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Vwoiqa inter particle volume.

x; mass fraction of a sieve interval in sieving analysis.

y array of sample values of an audio file.
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6 Appendix

Table 1: Raw frequency data of the BFO calibration runs.

ferrite content [g/g} fbefore [HZ] fwhile [HZ] fafter [HZ]

empty vessel 303.05 309.57 304
bare glass beads 306.92 315.32 309.84
0.00046 339.81 332.19 341.54
0.00296 352.05 339.69 351.82
0.00183 348.45 338.63 348.76
0.00800 365.01 344.51 367.38
0.01270 377.74 345.28 377.89
0.02292 401.33 347.93 402.46
0.03218 417.07 350.68 417.31
0.05360 459.14 352.3 460.21
0.06521 480.92 353.62 481.12
0.07691 511.12 356.36 510.95
0.09297 547.89 358.03 547.21
0.1082 577.37 361.52 578.7

Table 2: Raw frequency data of the bed expansion experiment.

ulm/s]  coil position  frefore[Hz]  fuwnite[Hz] Sdwhie/Hz]  fapter[H?]

0.0283 low 906.7 907.7 0.5 908.9
0.0315 low 912.3 909 0.6 912.8
0.0524 low 897.9 891.8 1.2 899.3
0.0577 low 899.1 892.4 1.3 900.3
0.0734 low 893.2 885.9 1.8 895.8
0.0839 low 895.2 888 2 898.7
0.0944 low 899.5 889.9 2.8 900.5
0.1049 low 900.3 891.5 3.3 901.1
0.0283 high 883 882 0.5 882.6
0.0419 high 881.1 879.3 1.5 882.6
0.0524 high 882.9 881.5 2.3 886.1
0.0629 high 885.6 881.7 4.6 887.9
0.0734 high 888 880.6 6.9 889.9
0.0839 high 890 879.8 10.8 892.8
0.0944 high 893.2 876.9 12.5 889.9
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Table 3: Raw data of the particle circulation calibration experiment, showing
the particle height level in the blocked downcomer pipe and the time elapsed
since the first marking had been reached.

8 [Nm/h] 10 [Nm/h] 12 [Nm/h] 14 [Nm/h]
repetition | time [s] height [m] | time [s] height [m] | time [s] height [m] | time [s] height [m]
1 8.67 0.05 3.93 0.05 5.33 0.05 3.20 0.05
18.13 0.10 10.87 0.10 11.33 0.10 6.47 0.10
47.00 0.30 19.13 0.15 17.80 0.15 9.20 0.15
54.00 0.35 36.67 0.30 29.47 0.30 20.80 0.30
64.33 0.40 39.60 0.35 34.53 0.35 25.73 0.35
72.67 0.45 41.07 0.40 40.87 0.40 30.40 0.40
82.33 0.50 43.67 0.45 46.60 0.45 33.87 0.45
49.07 0.50 52.53 0.50 37.87 0.50
2 4.67 0.05 3.67 0.05 2.60 0.05 3.87 0.05
12.00 0.10 10.33 0.10 17.80 0.20 8.67 0.10
34.67 0.30 17.73 0.15 22.00 0.25 20.00 0.25
41.33 0.35 36.87 0.30 26.07 0.30 25.80 0.30
50.67 0.40 41.13 0.35 30.93 0.35 29.87 0.35
57.93 0.45 42.67 0.40 36.27 0.40 34.00 0.40
65.67 0.50 43.27 0.45 38.60 0.45
48.67 0.50
3 4.33 0.05 6.13 0.05 5.80 0.05 5.00 0.05
41.93 0.30 14.00 0.10 11.47 0.10 17.93 0.20
48.00 0.35 21.67 0.15 17.13 0.15 22.40 0.25
52.33 0.40 38.40 0.30 31.60 0.30 24.53 0.30
58.53 0.45 42.93 0.35 33.33 0.35 28.60 0.35
65.67 0.50 50.13 0.40 35.33 0.40 31.47 0.40
57.33 0.45 38.33 0.45
64.33 0.50 43.33 0.50
4 7.67 0.05 6.87 0.05 4.40 0.05 3.80 0.05
14.00 0.10 20.27 0.15 9.73 0.10 18.67 0.20
23.00 0.15 34.20 0.30 26.33 0.25 23.00 0.25
41.47 0.30 41.53 0.35 31.27 0.30 28.40 0.30
47.20 0.35 47.00 0.40 35.73 0.35 33.07 0.35
52.00 0.40 52.87 0.45 40.33 0.40 35.33 0.40
54.20 0.45 57.07 0.50 46.07 0.45
58.20 0.50
5 9.00 0.05 5.40 0.05 4.53 0.05 3.73 0.05
18.00 0.10 15.73 0.20 8.67 0.10 8.07 0.10
40.00 0.25 20.73 0.25 25.40 0.25 20.00 0.25
48.00 0.30 28.00 0.30 30.40 0.30 23.73 0.30
56.20 0.35 35.13 0.35 35.60 0.35 26.20 0.35
63.00 0.40 41.00 0.40 39.40 0.40 28.20 0.40
69.20 0.45 40.67 0.45 32.00 0.45
6 6.93 0.05 7.07 0.05 5.07 0.05 4.93 0.05
15.67 0.10 12.40 0.10 18.67 0.20 9.20 0.10
42.33 0.30 29.87 0.25 23.93 0.25 22.40 0.25
48.07 0.35 36.80 0.30 29.87 0.30 25.13 0.30
51.67 0.40 41.80 0.35 34.93 0.35 30.20 0.35
53.33 0.45 46.13 0.40 40.60 0.40 35.53 0.40
57.93 0.50 48.80 0.45 39.40 0.45
7 4.93 0.05 4.80 0.05
10.00 0.10 18.33 0.20
23.40 0.25 21.73 0.25
28.60 0.30 26.07 0.30
34.20 0.35 29.33 0.35
39.87 0.40 33.60 0.40
43.67 0.45

66



Figure 28: Layout of the printed circuit board.
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MASTERSIZER <z2oag»

Analyse Report

Probenname: Glasperlen used SOP Name: i Tuesday, February 23,
Probenherkunft:  Factory Operator:  tlaminger Berechnet: Tuesday, February 23,
Probenreferenz: Datenursprung: Gemittelt
Probenmaterial:  Glass beads (typical) Dispergiermodul:  Scirocco 2000 (B) Abschattung: 0.58 %

Partikel RI: 1.520 i 0 Verteilung (fein)

Dispergierfluid: MeRbereich: ~ 0.020 to 2000.000 um Fit(gewichtet): 0.704 %

Fluid RI: 1.000 Emulation:  Aus

Konzentration: ~ 0.0025  %Vol Vol. Mittelwert D[4,3]: 145,035 um Spezifische Oberfliche: ~ 0.0188 milg
Breite : 0716 Gleichférmigkeit:  0.226 D[32): 130488  um

Verteilungsart: ~ Volumen

d(0.1): 97556 um d(0.5): 141952 um d(0.9): 199220  um
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Figure 29: Output sheet of the volume related particle size distribution of the
used glass beads as produced by the Mastersizer2000 device by Malvern Instru-
ments.
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